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Abstract  

The rise of artificial intelligence (AI) is making in-roads into many spheres of life, 
including workplace coaching. The introduction of a new class of support 
technologies (‘e-coaching systems’ or ‘AI Coaching’) promise to deliver 
personalised, timely, around-the-clock coaching in a wide variety of domains and 
to a broad audience. Chatbots as a type of e-coaching system and a form of Weak 
AI in particular, has the potential to replace or augment human coaches in certain 
instances, however it seems that speculation and hype is clouding our 
understanding of its true potential. This is reminiscent of the lack of evidence-based 
practice in coaching itself. To prevent AI Coaching from following a similar route, 
empirical research is needed. In this paper we summarise the findings of one of the 
first ever studies on the use of AI in organisational coaching. We used the Unified 
Theory of Acceptance and Use of Technology (UTAUT) as a theoretical 
framework to examine the determinants associated with individuals’ behavioural 
intention to use an AI Coach (a goal-attainment chatbot called Vicci). A total of 
226 users had a coaching conversation with Vicci and then completed the UTAUT 
survey. Determinants of behavioural intention were measured: performance and 
effort expectancies, social influence, facilitating conditions, attitude and perceived 
risk. Structural equation modelling analysis revealed that performance expectancy, 
social influence and attitude are the main determinants of behavioural intent, while 
age, gender and level of goal attainment play a moderating role.  
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Introduction 

The Fourth Industrial Revolution at the World Economic Forum in Davos 
in 2016 (Schwab, 2017) has contributed to a renewed interest in artificial 
intelligence (AI). Since then much has been speculated about the potential role 
AI could play in society (Acemoglu & Restrepo, 2018; Brynjolfsson & 
McAfee, 2012). The application of AI currently spans numerous industries, 
including the helping professions such as healthcare, psychology and coaching 
(Pereira & Diaz, 2019). While the use of AI in healthcare has received 
significant attention from a research perspective (see for example Boh et al., 
2016; Kamphorst, 2017), research in the coaching domain is sparse. This is 
somewhat surprising since coaching is considered one of the fastest growing 
professions in the world (Theeboom, Beersma, & Vianen, 2013). Given that AI 
is likely to continue its upward trajectory, it is important to conduct empirical 
research on the application of AI in coaching in order to understand its potential 
and limitations, based on evidence. As a first foray into the study of AI and 
coaching, we created an AI Coach using chatbot technology and goal-
attainment theory. The chatbot was used in an empirical study that sought an 
answer to the question, what are the factors that influence the users’ adoption 
of being coached by an AI Coach? This paper summaries the findings from that 
exploratory study.  

Coaching and AI 

In this paper ‘coaching’ refers to a one-on-one structured conversation 
between a coach and client with the aim of facilitating sustainable change for 
the individual and potentially other stakeholders (Bachkirova, Cox, & 
Clutterbuck, 2014). Traditional coaching involves a human coach and human 
client interacting with each other face-to-face. However, this traditional mode 
of interaction is changing. The 12th Sherpa Coaching Survey (2017) showed 
that the percentage of coaching delivered face-to-face decreased in the last 
seven years and accounts for only approximately 32% of all coaching 
interactions. BetterUp (Lopez, 2018) and Sharpist (Weimer, 2019) are 
examples of new technology platforms that have been launched recently that 
offer services like coach matching, administration of coaching sessions and e-
coaching. In e-coaching a coach uses various modalities such as asynchronous 
text based (e.g. email), synchronous text based (e.g. WhatsApp), audio (e.g. 
telephone) and video (e.g. Skype) to communicate with a client (Geissler, 
Hasenbein, Kanatouri, & Wegener, 2014). As such, the use of technology in 
coaching is not novel, although the application of AI in coaching is relatively 
new and thus the focus of this investigation. 
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AI is defined as “the broad collection of technologies, such as computer 
vision, language processing, robotics, robotic process automation and virtual 
agents that are able to mimic cognitive human functions” (Bughin & Hazan, 
2017, p. 4). A distinction can be made between artificial narrow intelligence or 
Weak AI (systems that can perform only a very specific task in a narrow 
context), and artificial general intelligence or Strong AI (systems that are at 
least as intelligent as humans and can apply their learning in different contexts) 
(Siau & Yang, 2017).  Strong AI is at this stage in its infancy with no clear 
indication of reaching maturity in the foreseeable future. Weak AI is showing 
steady signs of progress with encouraging results in specific applications such 
as speech recognition and self-driving cars (Panetta, 2018). 

For the purpose of this investigation, a form of Weak AI was 
implemented to simulate a human coach. Specifically, a chatbot (conversational 
agent) named Vicci was created to assist users with goal attainment. Chatbots 
are a category of software agents or computer programs that engage in human 
conversation through either auditory, textual or mixed methods (Hatwar, Patil, 
& Gondane, 2016). Vicci employs goal-attainment theory (Grant, 2011) and the 
GROW model (Grant, 2011) to facilitate a conversation with a human in 
regards to setting realistic goals and action plans, and following up on progress.  

As a novel application of technology in coaching, two aspects of AI 
Coaching are currently not well understood. First, what are the factors that 
influence the uptake of this new technology? Second, how effective is it? In this 
study, the question of uptake was investigated through the application of the 
Unified Theory of Acceptance and Use of Technology (UTAUT) model. 

Technology acceptance models 

In information systems, the study of factors that influence the acceptance 
and rejection of new technologies is often undertaken using various 
incarnations of the technology acceptance model (TAM) (Venkatesh, Morris, 
Davis & Davis, 2003).  

To investigate the uptake of AI in coaching, we employed the UTAUT, a 
version of TAM often used in product or service-oriented technology research 
(Venkatesh et al., 2003). The augmented UTAUT models the factors that 
influence the behavioural intent (BI) of a user to use an AI chatbot coach. It 
consists of the six constructs summarised in Table 1. 
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Table 1. UTAUT Construct definitions 

Construct Definition 

Performance expectancy “The degree to which an individual believes that the chatbot will 
help him or her to attain gains in performance” (Venkatesh et al., 
2003, p.447). 

Effort expectancy “The degree of ease associated with the use of the chatbot” 
(Venkatesh et al., 2003, p. 450). 

Social influence “The degree to which an individual perceived that important others 
believe he or she should use the chatbot” (Venkatesh et al., 2003, p. 
451). 

Facilitating conditions “The degree to which an individual believes that an organisational 
and technical infrastructure exists to support the use of the chatbot” 
(Venkatesh et al., 2003, p. 456). 

Perceived risk The degree to which the user of chatbot coaching believes that s/he 
may be exposed to certain types of risks (adapted from Zhang, Zhu, 
& Liu, 2012). Includes breaches of confidentiality, trust issues, and 
perceptions that AI is a threat towards humans. 

Attitude towards e-
coaching 

An individual’s positive or negative feelings about performing the 
target behaviour. Venkatesh et al. (2003) describe it as an 
individual’s overall affective reaction to using a system, in this case 
the coach chatbot. 

Behavioural intent A measure of a person's perceived likelihood or relative strength of 
intention to perform a particular behaviour, such as the use of a 
chatbot. 

 

Research Design 

The Vicci coaching chatbot was made available on an instant messaging 
platform and participants (sourced online via snowball sampling) were invited 
to have at least one conversation with the chatbot before completing an online 
UTAUT survey. The validated UTAUT survey consisted of questions that 
relate to the constructs in Table 1. A total of 226 valid responses were received. 
Analysis was performed using partial least square structural equation modelling 
(PLS-SEM). The direct effects of all the constructs in Table 1 on BI were 
measured, as well as the moderating effect of age, gender and level of goal 
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attainment. As this is a summarised version of the study, a detailed description 
of the data analysis falls outside the scope of this paper. 

Results and Discussion 

The first of two major findings relate to the direct impact of the UTAUT 
factors on BI. Of the six factors investigated, three were found to be statistically 
significant determinants of BI. The first of these, Performance Expectancy (PE) 
suggests that users valued what they gained from using the chatbot coach. Next, 
Social Influence (SI) indicates that users appear to care about what other people 
(whom they know) think about the chatbot. Finally, Attitude (AT) was also 
found to be important; the positive or negative feelings a user has about using 
the chatbot coach. This first set of findings suggests that users will be more 
willing to use Vicci when they feel a positive attitude towards the chatbot and 
the coaching experience, when they get tangible value from the coaching 
intervention, and when their friends, family and co-workers are also using the 
chatbot for coaching. These findings confirm the value-seeking and engaging 
relationship character requirement for chatbots within a coaching context 
(Cavanagh & Grant, 2018; Grant, 2011, 2012).  

In contrast, the other three factors - effort expectancy (EE), facilitating 
conditions (FC), and perceived risks (PR) - showed no significant effect on BI. 
For these factors, EE refers to the ease associated with using the chatbot coach; 
FC refers to the availability of the necessary technical infrastructure needed to 
use the chatbot, whilst PR is users’ perceived the level of risk exposure from 
using the technology. Since these factors had no statistically significant impact 
on BI, the conclusion is drawn that over-investing in infrastructure support and 
over-simplification of Vicci will not necessarily result in higher user 
acceptance. Of the three statistically significant factors, performance 
expectancy had the strongest impact implying that Vicci users are likely to 
accept chatbots primarily for the potential they have to enhance performance, 
and less so for reasons related to ease of use, technical support and/or risk 
perceptions. 

The second major finding relates to the moderating effects of age, gender 
and goal attainment on BI. Age moderated the effect of SI on BI, with older 
people more influenced by friends, family and colleagues’ perceptions of the 
chatbot coach. Gender moderated the role of PR in BI, with males more 
influenced by the perceived risks associated with using the chatbot coach than 
females. Finally, when users felt that the chatbot helped them to achieve their 
goals, the role of SI on BI decreased.  
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Implications for practice 

These exploratory findings indicate that performance expectations play a 
central role in an individual’s intention to use a coaching chatbot. As such, 
chatbot coach designers should collaborate with coaching researchers and 
practitioners to develop chatbots that have a high perceived usefulness. This 
can be achieved by using robust evidence-based coaching frameworks in the 
chatbot design. Designers must ensure that the chosen theoretical models have 
been empirically validated in the organisational coaching context to avoid the 
current pitfall of using untested coaching models and frameworks in practice 
(Spence & Oades, 2011). In addition, as social influence seems to play a role in 
the uptake of the chatbot coach, organisations wishing to deploy a chatbot 
coaching should consider using influencers who are early-adopters and have 
positive attitudes towards the technology, as they can act as internal advocates 
for the use of chatbots. Practically, a significant benefit of a coaching chatbot is 
that it is available at all times, and can handle several conversations at the same 
time. The opportunity to scale coaching cost-effectively to larger audiences 
where a coach was previously not accessible, is a further implication for 
organisations. 

Implications for coaching research 

Coaching as an emerging profession has suffered in reputation from 
unscientific praxis and unsubstantiated claims of efficacy (Grant, 2014). The 
rise of AI in coaching appears to follow a similar trajectory with numerous 
speculative opinions in the popular press about how AI might impact coaching. 
The research presented here is the first in a series of projects undertaken by the 
first author to rigorously and empirically examine the use of AI in coaching, 
with the aim of providing evidence-based recommendations. From the present 
study we tentatively conclude that what “works” in human-to-human coaching 
may not necessarily be applicable in AI-to-human coaching. In traditional 
coaching, the coaching relationship is considered one of the most important 
determinants of coaching success (De Haan, Culpin, & Curd, 2011) with trust 
being a key ingredient of a strong relationship (Grant, 2014). In AI Coaching 
one could therefore speculate that the trust relationship between the user and AI 
Coach must also be important, but that users of a chatbot coach may struggle to 
trust an algorithm (non-human), which could therefore lead to a weak 
relationship and negative coaching outcomes.  

However, the findings of this study suggest that trust may not be as 
important in usage uptake as the perceived usefulness of the chatbot. It may be 
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that users are prepared to overlook potential risks when the chatbot is perceived 
to help them achieve their goals. Such a finding is important and worthy of 
further investigation. Blindly applying what we know about human-to-human 
coaching to the AI-to-human coaching context may lead to incorrect 
assumption and suboptimal AI Coaches. We should only draw conclusions 
about AI Coaching based on empirical research.  

The present study looked at technology acceptance. Research is also 
needed into the efficacy of AI Coaching. To this end a longitudinal, randomised 
control trial study is currently underway to compare the goal attainment of 
participants who used Vicci for eight months relative to a no-coaching control 
group. This study will be compared to a similar one involving human coaches. 
In the future, a hybrid approach where participants are exposed to human 
coaches who use Vicci as a coaching aid will be conducted to investigate the 
potential of AI Coaching as an augmentation to and not a replacement of human 
coaching. 

Conclusion 

At a time where much is speculated about the potential of AI, it is 
important to gather evidence of AI’s applicability to coaching, not least to 
ensure AI coaching can be implemented in a responsible and considered 
manner. This study represents an initial step towards building knowledge in this 
important area. The suggestions provided here could be of benefit to the 
purchasers, designers and users of chatbot coaching and will hopefully lead to 
more active participant from the coaching community in this emerging and 
potentially powerful coaching capability.  
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